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ABSTRACT
Organizations, especially business enterprises, collect and
store event logs generated by hardware devices and soft-
ware applications in their networks. For example, firewalls
log information about suspicious network traffic; and hyper-
text transfer protocol (HTTP) proxy servers log websites
(or domains) accessed by hosts in an enterprise. Enterprises
collect and store event logs primarily for two reasons: need
for regulatory compliance and post-hoc forensic analysis to
detect security breaches. Also, availability of cheap storage
has facilitated large scale log collection. Such logs gener-
ated by both security products and non-security infrastruc-
ture elements are a treasure trove of security information.
For example, if hosts in an enterprise network are infected
with bots, then the bots may contact their command and
control server over domain name system (DNS) and may
exfiltrate sensitive data over HTTP. Hence both DNS logs
and HTTP proxy logs will contain information about bot
activities. Developing scalable and accurate techniques for
identifying threats from event logs, however, is a challeng-
ing problem. In this paper, we introduce a big data analysis
approach to identify malicious domains accessed by hosts in
an enterprise from the enterprise’s event logs.

Malware infections spread via many vectors such as drive-
by downloads, removable drives, and social engineering. Ma-
licious domain accesses, however, account for majority of
host infections. Hence to contain malware, enterprises must
prevent their hosts from accessing malicious domains. Reli-
able and scalable identification of malicious domains, how-
ever, is challenging. Enterprises use both commercial and
freely available domain blacklists, i.e., list of known mali-
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cious domains, to identify and prevent malicious domain ac-
cesses; such lists, however, incur a significant delay in adding
new domains as they rely on many manual and automated
sources. Moreover, the techniques used to generate the lists
are resource intensive. For example, malicious domain infer-
ence using DNS and network properties such as a domain’s
IP addresses and BGP prefixes requires data collection from
sources with specialized vantage points. Similarly, machine
learning techniques, e.g., analyzing a domain’s lexical fea-
tures, or a related IP address’s structural properties, re-
quires large feature data sets and accurately labeled training
sets; hence these techniques are computationally expensive
and may suffer from increased delay in detection.

In this paper, we present a scalable malicious domain de-
tection approach that uses event logs routinely collected by
enterprises, requires no additional data collection, and uses
minimal training data. We model the detection problem as
an inference problem on very large graphs. Our graph in-
ference approach utilizes inherent malware communication
structure, e.g., all bots in an enterprise contact the same
command and control server. We first construct a host-
domain graph by adding a node for each host in the en-
terprise and each domain accessed by the hosts, and then
adding edges between each host in the enterprise and the
domains visited by the host. We seed the graph with ground
truth information about a small fraction of domains ob-
tained from domain blacklists and whitelists, i.e., we label
a small fraction of domains as malicious and benign, and
label the rest of the domains as unknown. Given the host-
domain graph and the ground truth information, our goal
is to infer the states of the unknown domains in the graph.
Formally, we would like to compute a node’s marginal prob-
ability of being in a state, i.e., the probability of the node
being in a state given the states of other nodes in the graph.
We then label the nodes with high marginal probability of
being malicious as malicious nodes and benign otherwise.

Marginal probability estimation in graphs is known to be
NP-complete [2]. Belief propagation is a fast and approx-
imate technique to estimate marginal probabilities [1, 2].
BP’s time complexity and space complexity are linear in the
number of edges in a graph; hence BP scales well to large
graphs. A typical enterprise host-domain graph has millions
of nodes and tens of millions of edges. Hence we adapt belief
propagation to estimate an unknown domain’s likelihood of



being malicious; if the likelihood is more than a threshold,
we identify the domain to be malicious.

An HTTP proxy acts as an intermediary between an en-
terprise’s hosts and the domains accessed by the hosts. Hence
we can determine the domains visited by the hosts from
proxy logs and construct an enterprise’s host-domain graph.
We applied our approach to 7 months of HTTP proxy data
collected at a large global enterprise. Our results show
that with minimal ground truth information, e.g., with only
1.45% nodes in the graph, we achieve high true positive
rates, e.g., 95.2%, with low false positive rates, e.g., 0.68%.
A benign node labeled as malicious by our approach is a false
positive and a correctly identified malicious node is a true
positive. Our approach takes the order of minutes to ana-
lyze a large-sized enterprise’s day long data, and identifies
previously unknown malicious domains.

We make the following contributions in this paper.

• We demonstrate that we can extract actionable secu-
rity information from enterprise event logs in a scalable
and reliable manner.

• We model the malicious domain detection problem as a
graph inference problem and adapt belief propagation
to solve the problem. Our approach does not require
additional data beyond event logs, does not compute
features, and uses minimal data from existing black-
lists and whitelists.

• We apply our approach to event logs collected at a
global enterprise over 7 months and show that our ap-
proach scales well and identifies new malicious domains
not present in the blacklists.
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